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ABSTRACT  -  Geospatial applications deal with large volume of datasets. In web based geospatial applications the datasets need to be 

transferred from server to client tiers as fast as possible. Hence the main concern while developing these applications is Performance. This 

paper describes a workload model for benchmarking performance of geospatial applications. The proposed model simulates a work load for 

N number of concurrent users and N is varied each time. The Performance metrics which are evaluated are Response Time, CPU 

utilization and Wait time, which are then used to identify problems of scalability aspects under heavy load. The case study of Karnataka 

geo-portal has been considered to analyze the performance of large web-based geospatial applications. 
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1.0 Introduction: 

n computing, Benchmark is the act of running a computer 
program, or a set of programs, or other operations, in order 
to assess the relative performance of an object, normally by 
running a number of standard tests and trials against it. 
There are 2 main kinds of benchmark: functionality 
benchmark and performance benchmark [3].functionality 
benchmark means to test the purpose and procedures with 
which the system has been designed. And performance 
benchmark means testing the speed of the system. Assessing 
relative performance of applications would be impossible 
without benchmarks. Benchmarks are designed to mimic a 
particular type of workload on a system. In case of web 
based Geospatial applications dealing with vector spatial 
data sets, benchmark for measuring the performance should 
satisfy the following requirements [3]: 
 

The database queries which are used for creating a 
benchmark should not be time consuming. 

 
The benchmark should be able to cover large range of GIS 

functions as well.   
 
This paper describes a workload model to perform a load 

(performance) testing on the vector spatial database. The 
workload parameter used here is the number of users of a geo-
portal or web based geospatial application. The workload is 
increased in every iteration to analyze the performance of 
the database server. The proposed model covers wide range 
of GIS functions so that the performance measurements can 
be made accurately. As the paper involves the case study of 
Karnataka geo-portal therefore the database is populated 
using the Karnataka geo-portal data on Oracle 11g. 

2.0 Benchmarking Methodology:    

In our approach for developing benchmark, we have used 
multithreaded model as threads are light weight and are not 
time consuming and the queries used in the benchmark 
cover wide range of GIS functionalities and are 
parameterized. Parameterized queries are used so that every 
time different data blocks are fetched so the correct load on 
database can be measured. None of the queries, used in the 
benchmark, have high elapsed time.  

 
Fig.1 depicts the basic architecture for the workload 

model. As mentioned above the workload architecture is 
based on a multithreaded model, the simulator indicated 
above in the Fig. is a java application which handles N 
number of concurrent users and maintains a cached set of 
shared and reusable connection objects. For each user 
request a thread is created by the simulator as thread is a 
light weight process. So whenever user request is received a 
thread is created for that request and a pool is searched for 
available connection object. If the connection object is free it 
handles user request otherwise the request is queued up and 
user has to wait to get free connection. After getting 
connection user randomly fires all the spatial queries from 
query set. The response time is recorded for each user and 
load on the database is also analyzed. When user has 
finished its request the thread corresponding to that user is 
killed and connection object is returned to the pool. All the 
users are concurrently firing queries and per query 
connection object is created. 

2.1 Queries Used   

As mentioned above that queries which are to be used in 
benchmark should cover wide range of spatial features and 
should not be time consuming. Keeping this in mind the 
queries which have been used in our model cover wide 
range of spatial functions such as 
 Containment operations  

Line inside polygon: For example National Highways 
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passing through districts District name is parameterized so 
that every time different district values are sent. 

Polygon contains Polygon: For example villages which are 
inside district. 
 Overlap Operations  

Polygon overlap line: Retrieve all those roads which are 
partly inside district. 
 Intersect Operations 
 Buffer Operations  

Finding locations of different facilities such as post-office, 
hospitals etc which are within a specified distance of some 
Taluks.   
 Adjacent Operations 

Polygon Adjacent Polygon: Locations of all those villages 
which are bordering some Taluk. 

 
All the queries used are parameterized so that every time 

different data blocks are fetched and accurate measurement 
of CPU utilization can be made. 

2.2 Performance Measurements: 

The Performance parameters which are measured are as 
following: 

 
2.2.1 CPU Utilization: The percentage of CPU, the spatial 

database is consuming is measured using XPERF command. 
Before running the java application the following command 
is executed on the command prompt:  

 
xperf -on DiagEasy. DiagEasy is the parameter which gives 

the CPU usage for the particular process running on the 
system. 

 
Xperf –d results.etl.This command generates an event trace 

file which contains the percentage of the cpu usage of the all 
the process which were running on the system (Fig.2) 

 
Response Time and Wait Time: The wait-time and the 

response time for each user (each thread) were recorded 
using Netbeans Thread Profiler. Fig. 3 depicts the scenario 
when 5 users request for connection and fire different spatial 
queries. As in the application per user one thread is created 
therefore threads are shown in the Fig. and their running 
times and wait times are also shown. 

 
3.0  Results and Conclusion: 

This paper presented the design of benchmark tool 
capable of evaluating the performance of web-based 
geospatial applications against certain workload parameter. 
This helps in decision making for choosing spatial database 
while developing geo-portals so that the web based 
geospatial applications do not suffer in real use. The 

approach describes the test scenario, performance metrics 
evaluation. The experiments have been executed with 
increasing the number of users on every iteration to measure 
the response time, wait time and CPU usage by the database. 
In future this can be extended by including types of query 
set, simple query set and complex query set. Another 
constraint which can be added is not allowing the user to fire 
a single query more than once as in the current approach the 
user is randomly picking up queries so there is a possibility 
that sometimes he may pick the same query again so the 
data blocks would be the same. The table 1 shows the 
performance metrics measured by increasing the number of 
users on every iteration. 
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Fig. 1 Architecture for Workload Model 
 
 

 

            Fig . 2: CPU utilization consumed by  the Database. 
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                                                        Fig. 3: Response Time and Wait Time using Thread Profiler 
 

No. of Users CPU usage 
Avg. response Time 

per user 

Avg. Wait Time per 

User 

50 61.29 2.51 0 

80 70.58 2.66 1.21 

110 71.44 2.89 2.3 

140 71.56 2.98 3.07 

170 69.59 3.08 3.57 

200 70.30 3.19 3.63 

230 67.56 3.47 4.05 

250 69.35 3.73 4.38 

 

Table 1: Benchmark Result 
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